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Abstract





The control of many crucial subsystems in accelerators at DESY in general and the HERA accelerator in particular is dominated by PCs at both the front end and the console.  As the PCs use various operating systems, must intercommunicate with non-PC elements (workstations, mainframes, VME CPUs), and are integrated into no fewer than two different control system architectures, the HERA control system is not at all homogeneous and has its own unique problems and solutions.  In this paper we shall describe the control of the PC-based subsystems in HERA and their integration to other subsystems, detailing the merging of two distinct architectures.  We shall also discuss the PETRA control system, which is indeed a homogeneous control system based entirely on PCs and provides a model for one of the architectures used in HERA control.



Introduction



�As of late 1996, accelerators at DESY begin with proton and electron linacs and culminate with the 6.3 km electron-proton storage ring/collider HERA.  Here the 820 GeV protons are brought into collision with the 27 GeV electrons at interaction regions at the ZEUS and H1 experiments, while CP violation is studied with an internal target in the proton ring in the HERA-B experiment, and electron polarization is studied at the HERMES experiment.  This is depicted below in Figure 1.  Here we see the importance of the DESY II, DESY III and PETRA accelerators in the role they play in particle injection into HERA.
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Figure 1:  A schematic representation of the accelerators and storage rings leading up to HERA.  Final  beam energies are indicated on the central axis.





This paper deals with the role of PCs in accelerator control at DESY and will necessarily concentrate on PETRA and HERA, with the understanding that the smaller accelerators’ control systems are gradually being upgraded following the models presented here.



A discussion of the HERA and PETRA control systems is hampered to a great extent by the following observation:  There is no “Control System X” that describes the accelerators at DESY.  In fact, there is no “Control System X” that describes either PETRA or HERA.  Thus a discussion of the “HERA Control System” or the “PETRA Control System” will need to bring about many diverse concepts.  In attempting to minimize confusion, we shall sacrifice a bit of detail and completeness.  As this report is in the context of PCs, and not all of the subsystems are PC-based, some sub-control systems will receive only honorable mention.  On the other hand, PCs play a dominant role in the HERA control system and essentially play the only role in the PETRA control system, largely through two different PC-based control system architectures.  These two architectures will be the primary focus of this report.
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Early Decisions



There was at one time at DESY indeed a “Control System X,” and it was based on the NORD mini-computer, an in-house network FPSS [1], and NODAL [2].  Although commissioned with this NORD-based control system, by 1991 it was clear that it would not meet the needs of HERA.  In fact, the manufactures of the NORD mini-computer, NORSK DATA, ceased to exist during this period.  At this time (and with limited budget), the controls group responsible for the proton beam diagnostics at HERA decided to pursue a PC control system based on the ISOLDE control system at CERN [3].  Shortly thereafter the main controls group decided likewise to pursue a PC-based system and to concentrate on PETRA.  Although neither of these efforts now resembles each other (or ISOLDE) to any great extent beyond the basics, some of the early decisions were common to most PC systems. Namely:



Administer the networked PCs through a NOVELL network.

Base network communications on IPX rather than IP.  In the early 90s, the IPX stack from NOVELL was more stable than any of the TCPIP stacks on the market.  (This is no longer true).

Run shared WINDOWS from the NOVELL File Server.

Locate all source code, binary files, development tools, etc. on the File Server.

Use the File Server as a database (by sharing flat CSV or DB3 Files).

Make all low-level development in C or C++.  End user development in Visual Basic.





In the early 90s, PCs largely meant MS-DOS and MS-WINDOWS 3.1.  With the advent of WINDOWS NT and WINDOWS 95 (not to mention LINUX) the landscape is changing at a fast pace, and many of these early decisions are being rethought.  In the remainder of this report, we shall see that PCs continue to dominate in the control systems for both PETRA and HERA.  However, we shall also see that there are several instances in HERA where PCs are not used at the front end, but that these “special cases” are integrated seamlessly into the HERA control system.  In fact a design criterion for the HERA control system is that this should be so.







MCS - Machine Control System



It is instructive to have a look at the PETRA and HERA machines to see precisely what we are dealing with.  The PETRA building blocks are shown in Table 1, where the PETRA subsystems are matched with their control systems.  We have introduced the notation MCS for Machine Control System, and have subdivided it as MCS-1, MCS-2 and MCS-ND.  
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Table 1: The PETRA Control System



Subsystem\Control�MCS-1�MCS-2�MCS-ND��Magnets ��X���Ramp Control��X���Vacuum ��X���RF    e��X���RF    p�x����Beam Diagnostics �-�X���Orbit Correction�x�X���Collimators��X���Interlock/Access���x��Transport line��X���Kicker/Septum��X���Tune Control�x����Timing/Trigger��X�x��Gateway�x�X���











As seen from the table, most subsystems are controlled via the MCS-2 control system.  MCS-ND refers to the one or two vestige NORD components, which are sure to disappear during the next winter shutdown.  We shall discuss both MCS-1 and MSC-2 in more detail, but we note here that they are both PC-based systems, and in the case of PETRA, we essentially have the largest particle accelerator controlled exclusively by PCs in the world.



The HERA building blocks are shown in Table 2.  We see immediately that the situation is much more complicated, both with regard to the number of subsystems and to the number of control systems employed.  For one thing, the HERA proton ring is superconducting, necessitating cryogenic control and a quench protection system.  In Table 2, many control systems are labeled “Other”.  This means that these systems are all independent of one another.  Also shown in the table are the experimental control systems.  

�

Although they are not part of HERA control proper, prompt data exchange between the experiments and HERA is crucial regarding beam optimization.  The data exchange takes place via the gateway subsystem, also depicted.  Not shown in the table are the middle layer sub-systems, such as alarms, archive, sequencing, etc.  Generally, each control system has its own way of dealing with these middle layer items.  We do not mean to dismiss these middle layer systems however.  They are important.  We state only that the overall HERA alarm system or archive system must make use of the gateway mechanism when it needs input from the other subsystems.

�

A careful look at Table 2 reveals several points.  One: In some cases, the complexity apparent in the table can be ascribed to autonomous subsystems, for example cryogenics.  In such cases,  it is largely sufficient to have a system for prompt data exchange of important parameters.  Two:  The vestige NORD machines (MCS-ND) continue to play a strong role in HERA (and this is likely to be the case for at least another year).  Three: Certain subsystems such as magnet control are clearly in a transition state as regards their control system.  Four:  MCS-1 plays the dominant role for the majority of  system components.   Indeed, the current plan is for migration of the remnant MCS-ND controlled systems to the MCS-1 paradigm.



The remainder of this report will tend to dwell on the characteristics of MCS-1 and MCS-2.  Some of the “Other” subsystems (for instance those under the care of MIN, MKK, MVP) do involve PCs, and are all independently described in these proceedings.
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�Table 2: The HERA “Control System”



Subsystem \ Control�MCS-1�MCS-2�MCS-ND�MKS�MVP�other��Magnets  e �x�x�x�����Magnets  p�x�x�x�����Ramp Control���x���x��Vacuum  e��x��� ���Vacuum  p�����x���RF  e�x�x�x�����RF  p�x�������Beam Diagnostics  e�x�x������Beam Diagnostics  p�x�������Orbit Correction�x�������Collimators  e��x������Collimators  p�x�������QPS  p�x�������Cryogenics����x����Interlock/Access���x���x��Transport line������x��Kicker/Septum���x���x��Tune Control�x��x�����Timing/Trigger�x��x�����Feedback Phases���x�����Gateway�x����� ��H1������x��ZEUS������x��HERMES������x��HERA-B������x��



A Few Architectural Details



In  order to better understand the two major control systems in use at PETRA and HERA as well as the techniques used to merge them, we need to expound some of the details of each.



Both MCS-1 and MCS-2 are object-based control systems in that the front end is composed of  software “devices” which render the real hardware devices they control in terms of properties (or perhaps data tags).  These logical “devices” are sometimes referred to as device servers or equipment functions, and they encapsulate the fine details of actual device control.  In the same vein, both control systems assume that the ethernet is unreliable and that there are no time-critical tasks dependent on it with a granularity finer than 500 milliseconds.



At this stage we need to describe the two systems separately, and begin with MCS-1.  



MCS-1 uses under most circumstances the Publisher-Subscriber model for data exchange.  This means that as regards regular data acquisition,  a server locally maintains a distribution list of clients interested in its data.  A client needs only to register itself with the server to be put on the list.  Such a scheme allows a server to schedule its data transfers itself (avoiding the asynchronous interrupts one would have in a pure client-server model) and ends up saving an enormous amount of CPU time for a busy server, not to mention reducing network traffic.  In MCS-1, a subscription has a counter which begins at 60 and runs down.  A client automatically renews his subscription when the counter runs below 10.  With this mechanism, the system usually runs with minimal acknowledgments, saving again on network traffic.  Specifically, if a server disappears, a client will notice and try to re-establish the link (re-subscribe).  If a client disappears, the counter will eventually run to zero and he will be removed from the distribution list.



MCS-1 uses datagrams for most data transfers.  As both the IP and IPX protocols are supported, these are then UDP and IPX packets.  Under some circumstances data stream transfers are used, i.e. TCP/IP or SPX/IPX.



Under MCS-1, the following data exchange modes are supported:



SINGLE (or “COMMAND”) mode.  This can be either synchronous or asynchronous and has an implicit acknowledgment since the caller will either see the call complete or receive a timeout.

POLL (or “DUMB”) mode.  This is an asynchronous polling mode which delivers data at the requested polling rate.  There is no acknowledgment required, since the caller will make an effort to re-subscribe if data do not come in at the polling rate

REFRESH (or “SMART”) mode.  This is an asynchronous “send-on-change” mode, where data are polled locally at the given polling rate and sent to the caller only if they have changed or if the system heartbeat (1 minute) has been exceeded.  If the data have changed, then  the server demands an acknowledgment (by setting the counter to 10).

RECEIVE (or “SPECIAL”) mode.  This mode falls in the “Producer-Consumer” category of data transfer and refers to the fact that certain data sets (such as the beam energy) can be marked special and broadcast from the server onto the control net.  In this case a client does not need to subscribe to a server but only needs to listen for it on the net.



MCS-1 uses a control system name server for name resolution.  If the name server is not configured or not running, a local file is scanned.



The above apparatus has both a client and server API on most platforms at DESY and in this regard is somewhat of a “do it yourself” control system.  Namely, the rules for data acquisition or GUI display are nowhere specified.  Having said that, the standard choices in use at HERA involve numerous tools on the console side, where the preferred console is a WINDOWS (either Win16 or Win32) machine.  Likewise there are many drivers for many types of interface cards available at the front end, primarily for varieties of the DESY in-house field bus SEDAC [4] (ATI-bus, VME-bus).  A MCS-1 front end is typically a PC running MS-DOS, but there are several notable exceptions.  The Quench Protection Systems for instance makes use of front ends running VxWorks on Motorola VME CPUs [5].  The Magnet control front end involves a SUN SPARC 20 SMP machine connected to VME via the S-bus.  There are also a few cases where WINDOWS is used at the front end.  Note that for most HERA control applications, hard real time is not an issue.



MCS-1 is designed to operate efficiently on the ethernet and we have seen no problems so far in scaling it to a machine the size of HERA.



Turning now to MCS-2, we note that the data exchange mechanism is substantially different from that of MCS-1, in that it is primarily based on the Producer-Consumer model, where a server broadcasts its state in the net at regular intervals (typically at 1 Hz).  This is in many respects conceptually simpler than the Publisher-Subscriber model of MCS-1.  Here there are essentially only two data modes possible:



SINGLE or COMMAND mode.  This can be a synchronous, bi-directional command or an asynchronous uni-directional command with no acknowledgment.

RECEIVE mode.  As all server broadcast their state into the net at regular intervals, a client merely has to listen.



In MCS-2, a server has no idea how many clients are interested in its data or how often, so it tends to broadcast all it has to offer at high frequency.  There is necessarily a bit of fine tuning to be done at both the server and client ends, since the load on the network, although in some sense deterministic, can be quite high.  Likewise a client interested in only a piece of a long datagram must sort through the entire datagram to pull out what it needs.   Among the special servers in MCS-2, is the radio server, which produces a cycle message containing important machine parameters at 1 Hz and acts as a trigger for all other servers.  We note here that without further logical segmentation, a machine the size of PETRA appears to be at the top of the scale for this architecture.  With logical segmentation the issue of gateways crops up, which has not been dealt with as of yet in MCS-2.



The current version of MCS-2 uses only the IPX protocol suite.  Hence, the datagrams used for broadcasts are IPX broadcasts.  Data stream transfers are supported in COMMAND mode, and these are SPX streams. Although MCS-2 is not restricted to PCs in a NOVELL environment, the reliance on IPX forces the issue to a large extent, and its use at PETRA and HERA imply just that, namely front ends and consoles are indeed PCs in a NOVELL environment.  When all parties can share the same file system (the NetWare file server), then name resolution via a central file is a good bet, and MCS-2 currently relies on that.



The MCS-2 control system targets one platform, namely WINDOWS 3.1 (although efforts are underway to port it to the Win32 world) at both the client and server side.  In this regard, there are numerous tools such as VBX controls for rapid development of control systems applications.



Both MCS-1 and MCS-2 have alarm systems and archive systems, which we will not discuss here other than to say that the inherent architecture influences design of such sub systems to a great extent.  In MCS-2 for instance one knows that all servers receive and respond to the cycle broadcast.  This offers a mechanism for informing everyone at once of a change of state, for instance.   In MCS-1 the mechanism exists, but the servers must be explicitly configured to listen for such broadcasts.



Peaceful Coexistence



In PETRA, the MCS-2 dominated control system tolerates a smattering of MCS-1 front ends and console applications.  As the PETRA control network is by definition a net that receives PETRA broadcasts, we expect no problems running MCS-1 applications together with MCS-2 applications here.  In fact, there has been no problem reported after 1 year of operation even with applications of the two different architectures running on the same console.  We note here in passing that those of the MCS-1 variety operating out of the PETRA net must use the IPX protocol as IP is not supported there.



In HERA, the situation is different as the HERA network has developed into something a good deal more complicated.  In particular there are (were) two well-defined logical HERA control segments, one where the MCS-1 front ends live and one where the MCS-2 front ends live.  Indeed the HERA MCS-2 front ends were largely ported from PETRA front ends in short order at the beginning of this year.  The issue at hand was what to do about the MCS-2 broadcasts, given the proviso that a HERA console should be “color” blind, i.e. should be able to run an application of either variety.  MCS-1 is designed as an open control system, meaning that the same control application runs anywhere on the internet (barring firewalls), whereas an MCS-2 applications needs to reside on a segment that receives MCS-2 broadcasts.  The solution was to create a third logical network specifically for the HERA control room.  Turning the MCS-2 broadcasts loose on this network meets the criterion for “color blindness”.  This has indeed been the case since the early part of this year and has met with great success.
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Conclusions



It is generally regarded as folly (if not a nightmare) to incorporate more than one control system for a given accelerator.  This is really only true where the accelerator subsystems that might utilize an independent control system are strongly coupled to other subsystems.  In the case of cryogenic control for HERA, for instance, this is not an issue.  Nonetheless, a glance at Table 2 above (pertinent to HERA) would give any control system coordinator a headache.  Although PETRA can be regarded as more or less one control system (that of MCS-2), where the rules have been bent here and there, HERA is clearly of a different ilk, and just as clearly in transition regarding its control system.



The procedure for HERA is then to continue to migrate applications toward MCS-1, especially regarding those components currently running on the aging NORD fleet.  Likewise, the MCS-2 applications currently in use in HERA can be converted to dual purpose applications, where servers are both “Producers” and “Publishers”, and clients are capable of deciding whether to “consume” or “subscribe”.  Such dual purpose applications already have one prototype which appears promising.  This last point is important, if general alarm service routines, sequencing routines, etc. have any chance of functioning in general at HERA.  The goal is to have one control system MCS,  consisting of both an MCS-1 and MCS-2 toolbox.  Applications might be based on one variant or the other, or both!



That being said, the current trends in the on-going development of MCS-1 (which is designed for high flexibility) appear to be:



The gradual disappearance of IPX support.  All MCS-1 machines are able to communicate via IP, whereas this is not true with the IPX protocol.  Indeed, IP is generally recognized at the standard network protocol, and has wide support and acceptance everywhere.

The perpetuation of an open control system, but with a well-defined “Control Network”, where broadcasts would be of general use.  A client would know whether it resides on the control network or not at startup.

The continuation of wide multi-platform support.  This is by no means the nightmare it is often made out to be.  In truth, thanks to C and C++ being accepted standard languages on basically all platforms, and in the IP world thanks to the Berkley Software Distribution being the standard socket interface it is possible to write one set of code modules (with a surprising minimum of optional compile switches) which ports immediately among all platforms.  Thus, at least as far as the data exchange engine goes, i.e. the MCS-1 API, code changes can be made in one place for all platforms.  The maintenance of the specific client and server routines which plug into the MCS-1 API are in the hands of the control groups responsible for developing them.

The preference (at the GUI layer) of platforms which support Visual Basic. This implicitly means WINDOWS platforms (specifically WINDOWS NT).  This will remain true throughout the next year.  However at the rate that JAVA is winning converts, it’s impossible to predict the longevity of Visual Basic at HERA beyond the next couple of years.

The regular review of distributed computing environment technologies.  The current network engine based on socket calls is extremely efficient, but will be regularly compared against developments in CORBA and DCOM.  Note that a full switch to either of these alternatives would mean an end to MS-DOS front ends.



We have not attempted to describe in this report such important control system components as the archive system or alarm system, which are interesting enough in themselves.  We state only that they exist in both MCS-1 and MCS-2.  



We have described two PC-based control system architectures in use in the accelerators at DESY.  Up until this year, both of these systems relied on either MS-DOS or MS-WINDOWS 3.1 as operating systems.  We would be remiss without at least a few notes concerning our experience with system reliability.   Most of us are well aware what a wild pointer can do to either DOS or WINDOWS 3.1. However, given that the control programs are debugged, the question is:  How stabile are control systems applications running on these operating systems?  Front ends running MS-DOS are remarkably stable.  The philosophy here is to perform any file IO over the network (i.e. to use network drives rather than local drives).  In the past four years we have had no disk failures on any MS-DOS machine.  Furthermore, the DOS front ends generally run for months without restart (restarts generally being the result of maintenance).  WINDOWS 3.1 is a slightly different story.  To be sure, if one restricts the applications that are allowed to run on a WINDOWS station to debugged control applications, then a WINDOWS 3.1 workstation can likewise run for months on end without adverse side-effects.  In practice, it is rather easy to start “too many” applications at once or otherwise overload the system so that one gets into trouble with the limited WINDOWS 3.1 resources (ranging from DOS-MEMORY problems to GDI problems).  Of course, operators learn quickly not to start “this”, “this”, “this” and “that” all at the same time, but it is in general an unsatisfactory situation.  With the advent of WINDOWS NT (actually the Win32 world in general), these nagging problems have disappeared altogether.  Beginning in January 1997, all HERA console programs will run native on WINDOWS NT stations in the accelerator control room.



As a final word, we should mention that the pre-accelerators, i.e. the proton and electron LINACs, DESY II, DESY III, and the DORIS storage ring are currently running the MCS-ND (i.e. the NORD) control system.  There is every reason to expect a smooth and quick transition to the MCS-2 control systems for these machines, as they are all substantially smaller than PETRA, which has already been shown to operate effectively under this system.  The effort to upgrade the MCS-ND control system for these machines is already underway.
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The current HERA console can display applications communicating with the entire range of front ends depicted in Figure 2.  Where the front ends are of type MCS-1, the console has no knowledge as to what platform the front end is running on.
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Figure 2.  A standard HERA console can and does communicate with a number of front end and control systems architectures 










