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Abstract


The CERN ISOLDE isotope separator facility has been relocated on the PS Booster machine and commissioned in spring 1992. Since then, the Isolde equipment is controlled by Front End Computers running DOS and desktop PCs, also named consoles, running Windows 3.1 as graphical user interface. Because of the success of the powerful development tools used at Isolde on the Windows platform (Visual Basic, Excel...), the desktop architecture has been extended to access the UNIX based PS control system through an access controlled “gateway” computer. Linked to the introduction of Windows 95 at CERN, the Console - Equipment (FEC) computer communication model has been redesigned with enhanced performances and new features. 


The gradual replacement of IPX/SPX by TCP/IP as client-server communication protocol created new perspectives, like equipment access from the World Wide Web or through a wireless telephone connection.


This report will explain the evolution from the initial ISOLDE control system up to its integration in a multiple platform environment. 





1  Introduction





The ISOLDE facility [1] consists of two on-line mass separators, GPS (General Purpose Separator), HRS (High Resolution Separator), and an experimental area common for both machines (fig. 1). 


At ISOLDE, radioisotopes are produced by spallation, fragmentation or fission reactions of a target material induced by 1 Gev protons from the pulsed beam, delivered by the PS Booster (3x1013 protons/pulse and maximum repetition rate of every 1.2 seconds). 


The control system architecture [2,3,4], based on Personal Computers, has been built on market-leader commercial software and industry standard hardware interfaces. 





2 the INITIAL CONTROL SYSTEM ARCHITECTURE





The ISOLDE control system consists of Consoles (Desktop PCs) and Front End Computers, inter-connected across the CERN network. Both load their software from a Novell file server (fig. 2).


The console computers in the control room were mainly Intel based 486 machines running Windows 3.1 as Graphical User Interface. The application programs,  written in Visual Basic, Excel and C, communicate with the Front End Computers across the CERN general purpose Ethernet.


The FECs, were mostly 286 and 386 based PCs, They are physically connected to the equipment, using a wide�
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Fig. 1 : The CERN ISOLDE facility
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Fig. 2 : The initial ISOLDE control system architecture
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variety of industrial interfaces, like CAMAC and GPIB buses, PC/AT ISA add-on boards (analog-to-digital converters, digital-to-analog converters, digital input and output cards, interrupts), RS-232 as well as a specific Siemens board for PLC controls. They operate under MS-DOS and run a process which performs the following tasks :


- Equipment control through a specific procedure linked with the kernel process, named Equipment Module. These hardware specific EMs give the FEC a different software configuration, by reading a specific database at start-up.


- RPC server module handling network requests sent by the consoles and managing hot-links.


- On-line Nodal interpreter for local equipment testing.


All PCs are connected to the ISOLDE file server, which is integrated in the CERN-wide NICE (Novell Integration, Communication and Evolution) [5] architecture. The server was running Novell Netware 3.11, providing a huge variety of programs and development tools, which are common for all NICE servers. It also contained all the control software loaded by the Console and Equipment PCs.


The connection between the application programs and the FECs is carried out by a Windows 3.1 program running in background. This task communicates with the applications across the Windows Dynamic Data Exchange protocol or through a set of functions exported by a Dynamic Link Library (fig. 3). 


On the equipment side, this task communicated with the FEC(s) through the IPX/SPX network protocol.


�



�


Fig. 3 : Windows 3.1 applications exchanging data with the background task.�
Device parameters can be accessed on simple request of the user, named cold-links, or can be automatically refreshed without user interaction (hot-links). Hot-links were carried out by a timer, running in this Windows background task. On every timer period, a connection with the FEC(s) was established returning the acquired data to the client application.


3 THE CONtrol system evolution


3.1 Hardware evolution


The six consoles in the Isolde control room are at present Pentium based machines, equipped with 21-inch monitors. Five FECs have been added and almost all 286 machines replaced by 386 or 486 based PCs.


The Novell file server has been replaced by an Olivetti Netframe multiprocessor machine with 96 Mbytes of RAM and 14 Gbytes of disk space. The machine is a member of the CERN-wide Netware 4 environment. The ISOLDE Ethernet has been partially separated from the CERN general purpose network by means of a bridge.


3.2 Software evolution


Since the Isolde commissioning in 1992, the initial IPX/SPX console to FEC communication protocol has been progressively replaced by TCP/IP. This has opened the door to a multi-platform connectivity and access from the outside world (Internet).





Currently a large majority of the console computers still run Microsoft Windows 3.1, but a few machines have been configured with Windows 95. All Windows 3.1 applications should be ported to the new environment by spring 1997. The console-FEC communication mechanism under the Windows 95 operating system has been completely redesigned with the goal to extend the system into a multi-platform environment. This new design has been initiated in the PS division, where the connectivity between the PS control system and the Desktop PCs was requested for exploitation and machine development needs.


The idea of a background task, as it was implemented in Windows 3.1,  has been abandoned and parts of its code were integrated in a 32-bit Dynamic Link Library (DLL). This means that this library is the direct interface between an application and the FECs. The hot-links which were carried out by timer on the Windows 3.1 platform, have been moved down to the FEC level. This reduced the network traffic in a considerable way, because only one packet is sent out in order to establish a hot-link. The data refresh rate is triggered by the FEC itself (refresh period) and the new data is remitted to the client on a connection-less (UDP) packet. The Windows 95 DLL is interrupted on reception and transfers the data to the application program. By this, the console CPU load for hot-link execution has been reduced to almost zero.
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Fig. 4 : The RpcOle32 object’s property window in Visual Basic





On top of the APIs exported by the DLL, a high level OLE (Object Linking and Embedding) object was developed, providing simple “drag and drop” access to the control system (fig. 4). It was created to facilitate the access to the control system for non-professional programmers and dedicated users [6].


The following picture (fig. 5) shows the different software layers between the end user and the equipment.
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Fig. 5 : Application to FEC software layers





A new generic tool , named “Synoptic Editor and Browser” [7], replaced all hard-coded synoptic programs. A synoptic file is defined by a background bitmap, representing the geographical layout of a part of the machine, and includes several objects placed on top of the picture (fig. 6). These objects can be click-able zones containing a link to another synoptic file, as well as labels displaying the data of an established hot-link.
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Fig. 6 : The GLM beam line with real-time data. 





Future Projects


The project of a new Radioactive EXperiment (REX), has started in spring 1996 [8,9]. Physically connected to the beam transfer line between the separators and the experimental area, the REX facility will provide high energy radioactive beams. It consists of a penning trap, an ion source that will produce high multiple charge states (EBIS), a beam transfer line with a separator magnet, and a linear accelerator (fig. 7). Both ISOLDE separators can deliver a beam into the trap. An extension of the experimental area building will receive this new machine. 


In order to retain simplicity and to reduce the development costs, the equipment control will be fully integrated in the existing ISOLDE control system.


The beam transfer line, which is a copy of the existing ISOLDE lines, will be interfaced in the same way by commercial PC/ISA boards.


The penning trap and EBIS controls, provided by the equipment specialists, are integrated in a local VME crate. It will be interfaced with ISOLDE by a PC FEC. The FEC will communicate as a client with the crate across the network. In order to maintain the clear responsibility limits of the ISOLDE control system maintenance, the RPC server module will not be directly implemented in this VME crate. This has to be considered as a black box, completely managed by the equipment specialists. 


The main part of the REX project is the linear accelerator, which is partially copied from the current PS lead Linac. This machine is controlled by VME crates through several MIL1553 field busses. This military standard, initially designed for aircrafts, will be replaced by a newer and cheaper industrial bus system. The PROFIBUS, used by Siemens in PLC controls, has recently been recommended as one standard field bus inside CERN. This new standard could eventually be applied at REX to control the Linac power supplies and the RF equipment, interfaced by a PC FEC as bus controller. Out of the software provided by the equipment manufacturer, only the driver layer can be integrated in the FEC through a specific Equipment Module. The proprietary application software will be replaced by the standard ISOLDE client architecture to guarantee the uniform user interface. Figure 8 shows the integration of the REX project in the ISOLDE control system.
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Fig. 7 : The REX facility in the ISOLDE experimental area
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Fig. 8 : The REX - ISOLDE control system architecture
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4 The multi-platform connectivity


The most important extension of the ISOLDE control system to other operating systems is marked by the implementation of the Front End RPC server module on the UNIX platform. 


4.1 Client extension


The client interface, basically running on the Windows 3.1 and 95 platforms, has only been ported to the OS/2 PC-platform, as demanded by some ISOLDE physicists. Windows 95, and in the future Windows NT, are considered as the key to a multi-platform front end architecture.


Intelligent network browsers as Netscape or the Microsoft Internet Explorer constitute another programming approach for the client interface. Microsoft Object Linking and Embedding (OLE) combined with Visual Basic (VB) scripts are being compared with Java applets. The simplicity of creating HTML documents containing OLE objects and VB scripts, gives the ability to the non experienced user to design interactive World Wide Web applications (fig. 9). The big disadvantage today, is that this only runs with the Microsoft Internet Explorer on the PC platform. Java, however, is platform independent, but requires more programming experience. This new approach pushes the client platform into the direction of the network computer [10].
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Fig. 9 : A simple interactive HTML document, containing the RpcOle32 control system access object.





4.2 Server module extension


The RPC server module, initially running on the ISOLDE FECs, has been ported to other front end environments like Windows 3.1 (PC), OS/9 (VME crate) and UNIX (IBM RS/6000 workstation). This multi-platform extension of the server module has been �
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Fig. 10 : The extended ISOLDE architecture integrated in the UNIX environment of the PS division.
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initiated in the PS division with the introduction of a gateway providing controlled access from the PC world to the controls of the PS accelerators. The PS control system [11] is completely UNIX based. It consists of IBM RS/6000 workstations as back end (AIX) and VME crates as front end, running real-time UNIX (LynxOS). The gateway, also known as ‘passerelle’, has been developed on a dedicated UNIX workstation (fig.10) [12]. The RPC server module, originally developed for the ISOLDE FECs, has been redesigned to meet the real-time synchronisation requirements imposed by the PS Pulse to Pulse Modulated accelerators. This type of machine is able to inject, accelerate and eject beam in a cycle of 1.2 seconds. The equipment data for a given cycle depends on the particle type, the energy of the beam and its destination. This means that all equipment is controlled in real-time with a refresh rate of 1.2 seconds. In order to provide this synchronisation mechanism on the Windows desktop, the hot-link management was moved down to the server level. At the end of every cycle, the ‘passerelle’ performs the subscribed acquisitions and remits the data to the client. 


This new version of the RPC server module was installed on all ISOLDE FECs to retain full compatibility between the platforms.


This gateway can in fact be considered as a virtual ISOLDE FEC from the client interface. Instead of being connected to the equipment, it is in turn communicating with the PS front end VME crates through the PS Equipment Access Library [13].


Application fields


In the frame of the running of the PS machines, the PC client interface has been successfully used for temporary applications (machine developments or prototyping) as well as for exploitation tools and the storage and retrieval of machine settings. In addition to the  UNIX (IBM/AIX) workstations which is the platform where application software for accelerator operation are developed, the windows-based system has been very helpful to non-professional programmers (operators, machine physicists and hardware specialists).


Besides the access to the control system from any PC at CERN, the remote access is one the most attractive features of the system. This is in particular used by the �
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Fig. 11 : A timing diagnostic utility


PS control exploitation team, to diagnose system faults from any location through a wireless TCP/IP connection. Several diagnostic and documentation programs have been developed in Visual Basic to facilitate this task. An example is the timing diagnostic utility, which returns in real-time and synchronously with the machines cycles, the values of a timing module (fig. 11).


Another example, also written in Visual Basic, makes heavy use of the RpcOle32 object to display the beam transfer efficiencies between the Booster injection and the PS ejection for a given user (fig. 12). It is an example of  synchronised measurements between two accelerators.
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Fig. 12 : The beam losses measurement program





5 ConclusionS





The fact that the ISOLDE client interface has only been extended to OS/2, proves the success of the implementation of the Windows 3.1 and Windows 95 environment as application platforms. Operating system independent languages like Java opens a new world towards network computing.


The complete interface is based on low-cost commercial software and hardware. The integration of the file system in the CERN/NICE environment, lets it benefit from the all centralised Office Network services.


Windows native graphical user interface (GUI) provides a common access for almost any part of the ISOLDE control system on a console. The little programming knowledge and effort needed to create an on-line application have been extremely well appreciated by the users. Using the RpcOle32 object in the Visual Basic development environment provides the user the ability to create on-line prototypes and operational programs in a minimum of time.


The new hot-link mechanism has given a real-time aspect to the data refresh rate, with a performance never achieved before.


The extended ISOLDE controls architecture is a low cost solution and simple to integrate in existing or new systems.
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