Networking Trends and Consequences for Control Systems





Hans Frese, DESY





PCaPAC, Hamburg  9 October, 1996











Slide 1:





Networking trends





Introduction


LANs, MANs, and WANs


IP vs ATM


Conclusions








Slide 2:





Who are the players?





4 Cultures





BUS  (Unibus, VME, SCI, …)


I/O    (SCSI, HIPPI, FC, …)


Network (TCP/IP, Ethernet, FDDI, …)


Telephone (ISDN, SONET/SDH, ATM, …)





+ the “Not invented here syndrome”


   BOTTOM UP DESIGN
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You can run (FDDI, ETHERNET, ATM, ISDN) 


                                                    SOMEWHERE





You can run IP                         EVERYWHERE





IP is a TOP-DOWN APPROACH
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Is bandwidth expensive?





Using WAVELENGTH DIVISION MULTIPLEXING


��


1500 nm 		1750


1300 nm 		2500


800   nm		6500


                     -----------


    		      10750  ch  (  10.75 Tbps/fiber
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How much bandwidth per person?





Visualization


1024 * 1024 * 24 * 30 f/s ( 720 Mbps 


HDTV


~ 7 Gbps refreshes the visual field


~ 880 Gbps refreshes 4(


~ 1 Tbps/ human  MAX
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Change of the telecom charging paradigm





Now: pay per “call” (time, distance)


40 % of revenue is consumed by the invoicing process


Next: Flat rate (~ $50/m)


includeing Internet access


ADSL (Asymetric Digital Subscriber Loop) 6 + 1 Mbps


CATV


fiber to the home


wireless
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LANs, MANs, WANs
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LANs





The yellow cable revisited


10 Mbps is all we’ll ever need


unicasting, multicasting, and broadcasting


scalability (SORRY, NO!)


�XNS/IPX plug & play based on univerally unique ethernet address


100 Mbps ETHERNET           FDDI
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LANs





Rewiring Structured Wiring every 5 years?


Now: replacing IBM type 1 by CAT5 …


2001: ?


wires, fiber, wireles


Fiber to the desktop will remain the exception


wouldn’t wireless LANs be neat?


GSM + Spread spectrum
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MANs and Wans





ATM has arrived! (and disappeared into the wiring closet)


Examples:


BWiN (Breitband Wissenschafts Netz)


Esnet (Energy Sciences network)
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BWiN ATM   Deutsche Telekom/ DFN





c								  4ms


ping		3ms		15ms	22ms	24ms


Desy		Hamburg	Hanover	Köln		Uni-Bonn
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BWiN





Network of Customer and BACKBONE IP routers interconnected by ATM Switches utilizing 


CBD (Constant Bit Rate)


VCs  (Virtual Circuits)


on top of :


SDH (Synchronous Digital Hierarchy)








CBR:  Quality of Service Guaranteed
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Esnet		ATM		SPRINT
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+   Faster


-    No Quality of Service
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Esnet


Network of customer IP routers interconnected only by ATM switches utilizing:


VBR (Variable Bit Rate, best effort)


VCs (Virtual Circuits)


on top of:


SONET /SDH
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ATM and the Speed of Light
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@ 1 Gbps ( 1 bit/ns   CFiber = 20 cm/ns  RTT1000km = 10 ms





53 byte cells ( 500 ns ( 100 m   MEM1000km = 10000 Cells


									     500 Kbyte





Traffic shaping   /  Traffic control    /    back pressure





CBR	fixed b/w


VBR	statistical multiplexing 


		over booking is common





RATE SURGE    (    CELL LOSS
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Which cells should be dropped?





One ATM cell is 53 bytes including header


A 4 Kbyte IP packet occupies ~ 100 cells


If you drop ONE, 


    ONE HUNDRED get retransmitted


If you have to drop one, you might as well drop the rest of the IP packet.





ATM lesson ’95:  Switches need brains to figure out which cells belong together
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1996





ATM as vehicle to carry IP is OK





Campus (breaks the FDDI speed limit)


MAN


WAN





End-to-end ATM is only feasible within one administrative authority.





Worldwide ATM across such boundaries still requires reservation by fax.
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ATM missing items:





multicasting has to be grafted on


firewalls





Once a VC is established it can be used to send the announced traffic 


PLUS EVERYTHING ELSE
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ATM for LAN use





will provide a uniformly manageable bandwidth and interconnection structure


no conceptual speed limit


34, 155, 622, 2.4 G ….


price


is a good candidate for the backbone of the control system of the next generation of accelerators
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IP vs. ATM





Why bother with ATM if IP (and IP next generation) will be the ubiquitous protocol ?


Why bother with ATM addressing schemes when IP has established a world wide standard ?


Why cut packets into cells ?
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IP vs. ATM cont’d





IPnG will have the missing IP items


RSVP’ for bandwidth reservation


PIM’ (Protocol Independent Multicasting) for sparse wide area multicasting for MBONE multimedia applications.


155 Mbps pure IP is operational between ANS (US) and Stockholm.
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BUT





the telecoms are heavily deploying ATM


the benefit of managing a meshed net (as opposed to a single link) has no alternative.
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CONCLUSIONS (1)





Now:





     PC + ETHERNET + FDDI + ATM





Next:





     PC + Fast ETHERNET + ATM





Then:





     PC + ATM ?
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CONCLUSIONS (2)





One Protocol:      IP


				  IPnG





      hidden behind the GUI of the WEB.











IP





IP





IP





IDSN, ATM





FDDI, ETHERNET





1 Gbps channels with 100 % guard band





}





 R





 R





 R





 R





 X





 X





 X





 X





 X





 R





  SDH





 X





 R





 X





 R





ATM





IP





 R





 X





 X





 R





 X





SDH





IP





 X





 X





 X





 X











