Presented  at  PCaPAC  Conference  in  DESY,   Hamburg,  GERMANY ,7 - 9 oct.1996

-------------------------------------------------------------------------------------------

         DSP  AND  PC BASED   RT-SYSTEM    ARCHITECTURE

        APPROACH  FOR  DATA ACQUISITION AND CONTROL



                                                     V.I. Vinogradov  - INR RAS, RF 





                                                      Abstract



  Selection  of advanced   single-chip  low-cost  microprocessors    for monitoring and control nodes  and   interconnections  them  in  Distributed    RT-system  is one of the 

main problem of modern  systems  development  for    Control  and   Data acquisition applications.     Interconnections of  a  new high-granular microprocessors  (MP)  and

microcomputers (MC)  will  be more efficient on the base of  direct access to memory

of  distributed nodes.  A new generation  DSP   are compared.  A  Single  and double-DSP  systems with  Internal DMA in-chip  linked  by fiber-optical lines are proposed.  

The systems are devided on two parts :object oriented and user-oriented  subsystems.

   Interconnections on the base of  fieldbus and  fieldring  are discussed in this paper.

A Bus (Fieldbus)  and  non-bus undirection  point-to-poin  interconnections  systems   

for   Distributed  memory  Data  Acquisition  and  Control  systems on the base   of a 

new generation  16/32-bit DSP’s   with  RAMLINK-type  (SCI-like)  interconnection  

are proposed  and  discussed for next generation systems





                   1.   DSP -BASED  RT - SYSTEMS

  There are two basic parts of systems:  1) Object-oriented   MP-based  target RT-subsystem ;   2)  User-oriented Host-based  microcomputer subsystem . 



         1.1.  DSP-based   RT- system   for Digital Control 



  High granularity  microprocesor and DSP open new possibility to development system

and  require  new  interconnections    with direcrt access  to a  lot   of  distributed nodes.

Any  simple control  system  includes  controller , wich  generates  actuator  commands, received  from operator  and  to the feedback, provided by  the sensors.    The controller processes the signals to achive a desired responce  from    the system  and  modifys  the frequency  responce  of the system.   The computation  element    can  be  realized   with analog  or  digital components.         Analog  controllers    can   be   used   for  very  high bandwidth sytems  and   can be   realized  with  a  unexpensive components ,   but  they suffer  from  component aging, temperature  drift and  limited in very simple algorithms.

Digital controllers  can approximate them.  They   are not affected   by component aging, temperature  drift  and  they  provide  stable  performance  with   sofisticated  techniques for   complex algorithms.    Programmable  microcontrollers   make it   easy  to upgrade,  maintain  and design   digital   systems  for   monitoring, optimal  and  adaptive  control. 



A   Single-chip fixed- and floating-point (FP) DSP   can  be used  efficiently  as micro-cont-rollers  and   microcomputers  in  monitoring and  control systems.  The chois of  MP   is  critical   in the performance  and  behavier  of   digital controller .    Available choices  are microcontrollers, DSP and  general-purpose   MPs,  including    high cost  RISC-architectures.   A control  systems   require  real-time   signal  processing.



The signal   and  gain coefficients must be represent accuratly without loss of resolution for the smallest  and largest magnitudes.  The  FP-arithmetics may be necessery, if  gain  coefficients  and signals are  time-varying with large dynamic ranges.   One of basic RT-system   requirement  is   single-cycle   instruction  execution.    High   performance   is needed from the MP,   if   the sampling  of signal at discrete time intervals require  high speed  processing ,  wich   dependent from   MP-structure  and  algorithms.    Peripheral integrations is important  from   a system cost, easy of   design  and board size point of view. Typical peripherals on-chip are I/O pins, parallel and serial interfaces, DAC,ADC.  



  Digital microcontrollers (MC) primarily  are designed  to  replace hardwared logic,  for data aquisition   and   logic decision in control  systems.  Special  architecture  and  high performance of Digital Signal  Processors  (DSP)  make it possible  to implement a wide   variety  of  a  modern  Digital Control algrithms and Data Aquisition Systems. The most popular  DSP’s  from Texax, Motorola  and  Analog Devices  are compared below.



                    1.2. Fixed-point 16-bit  DSP-technologies



    Modern  16-bit  DSP’s  TMS320C50   and ADSP-2101  utilize a modified   Harward  architecture.    Both type of devices have  2  serial  ports and    a  high-speed  arithmetic.   

The TMS320C50   contains  of  an ALU,  a multiplayer  and   a Parallel Logic Unit,   a 16-bit scaling shifter  and  additional shifter at the outputs  (accumulator and multplyer).   The ALU has direct access to only   the data bus  (not to program bus).  The multiplyer   has  an input and output  registers   and   direct  input  connection  to both  the program and data buses  (only for 1 operand). Results are sent to the data  bus or the accumulator  registers.     There  are  no  dedicated multiplyer/accumulator  and    ALU must  be used  in conjunction with the multiplier for  MAC operations.    ALU operations  require  that 

one  operand  must  come from  the accumulator  while  the  other  comes  from  either  the multiplier output,   the  accumulator buffer   or  from  the data bus  or   accumulator

through  a shifter. To add   2 operands  the accumulator  must be loaded  with  the first  value and second one can be  added  to the accumulator.  Not all   ALU operatons  can 

be performed in  a single 50 ns cycle  ( 20 Mgz).    Basic multiply and ALU operations require multiple cycles.    TMS320C50   MAC  requires   the using  both  the multiplier and  the ALU (there is no dedicated MAC hardware).   A multiplication   is performed  

by  loading  the  TREG0 register with the first  operand and   value from data bus can be  multiplied  with  it.  With both operands in on-chip memory the MAC instruction takes #*50ns cycles in non-repeated mode or 2 *n-cycles in repeated mode.  Only one bit of extension in the accumulator is provided  (31-bit   for  an overflow).          There are 4  different mnemonics used for the   multiply/accumulate  functions:      MAC,  MACD,  MADD,  MADS (depends  upon  the source of the data).

      The  TMS320C50   has   a single  modify register. Limited support is  provided  for   circular  modulo  addressing:   this diminishes the performance  of DP algorithms using  circular  buffers. Automatic circular buffering is  supported for increment and decrement  address modifications.  They can  directly  access data  within  a 128-word  block (16K with 2101).  A 9-bit data page register  is used  in conjunction with  the direct addresses to  access a large  data  space.  Two circular buffers  can be   maintained by hardware  in the  address generation circuitry.  Since   the  auxiliary registers  are  used   for  pointers  into the  circular  buffer  they are not possible in program memory. The logic checks for

a pointer equal  to the  end address. The instructions  mnemonics involve several addres-

sing mode  (indirect and direct).

      Program sequenser logic  controls   instruction execution and  consist of a program counter, stack and  related  hardware.  DSP supports  a block  repeat function , wich  is  controlled  by  three registers (PASR, PAER, BRCR)  for the top  of loop address,  the 

end of loop address and  the  repeated  count.  Due to the limitation of instruction  pipe-

lining  the  min. size  of  a loop used with a block repeated is 3 instructions.    A loop is  maintained  automatically but since there are no local  stack  or  storage for loop  count, top of loop address and  botton of loop address.Logic can repeat  a single instruction as many as 256 times. Instruction execution  utilizes a 4 level  pipeline  (prefetch,  decode,  operand fetch and  execution stage).   Arithmetic instructions  cannot   be   conditional 

(only branch instructions are conditional).     There are many  multiword   instructions   becouse of 16-bit size of the instruction  ( 24 -bit   instruction in 2101).      Two  serial ports  of TMS320C50 can only operate at 1/4  the  instruction cycle rate.     The  word width  is  limited  to  8 or 16  bits.



   ADSP2101 has   3 computation  units (ALU,  MAC, Shifter )  connected  by  Result  Bus. Operands for  ALU and  MAC can come from   both memories.     All operations

 are register based. A primary  or  secondary bank  of registers  is available  to provide  for fast  context  switching.    The ALU has 2 X and 2 Y  input registers : AX0,   AX1, and  AY0 , AY1.  All ALU operations are performed on  any  X-Y registers.The result   appears in  the  ALU  result   (AR) or ALU feedback  (AF)  register, wich can be used 

as operands.  The result registers of  the MAC and barrel shifter can be   used directly  

as X inputs to  the ALU (and vice versa).     All ALU operations  complete  in a single 

 60 ns cycle ( 16,67 MGz).

       ADSP-2101 MAC has 2 X and 2 Y  input registers (MX0, MX1 and MY0 , MY1).  Both   MAC and  multiplicatin   are performed   independently   ( no in TSM320C50).

 MAC operations     are  performed   on  any   X-Y  input  registers  loaded   from  any combination of program  and  data memory or other data registers.  The result  appears  

in the  MAC result register (MR)  or  the MAC feedback register (MF).   The feedback

and  result  registers  can  serve as  the  X and Y  inputs   for   any    multiplication   or MASC operation.   The result registers of the barel shifter  and  ALU  can also be used directly as X inputs to the MAC (and vice versa).   MAC and multiplicatin  operations

 are executed in single  60 ns cycle.   The  MAC supports  multiprecision  operationsas well as  automatic unbiassed  rounding. The new operands can be loaded  into the input registers in parallel with  the computation so that a new MAC operation can be  started  every  cycle.  

       The barel shifter  has  an input register    SI  and   accepts    as  inputs  any   result  registers  in the  MP  including    its own  result  register SR (32 bits),  wich is divided  into   2 *16 boit register  (SR0, SR1). The shifter has an exponent   register  (SE), wich 

is  set   by   the  exponent  adjust instructions  and  used  for  normalization  instruction.  The shifter can  place  a 16-bit input value  anywhere within   a 32-bit field  in a single  cycle  and can   shift    input   any number  of bits  from off-scale  left to off-scale right with  either  an arithmetic or logical  shift.  Other function ( exponent  detection,   nor-

malization,  denormalization,  block floating-point exponent maintainance and  pattern  recognition) are merged in single cycle.



  ADSP-2101 supports 2 independent address generators : one  supplies  addresses for  program  memory data fetch  and other  handes data   data memory  ,  making efficient   use of  the  modified  Harvard  architecture.  Each address generator has  4  index  ( I0 registers,  wich  store  pointers,  4 modify (M) registers    and    4 length   (L)  registers storing   buffer   lengths   for  modulo   addressing  of  circular  buffers.     The  address generators can  also  be used  in conjunctin with the serial ports to provide an automatic data buffering .  With  indirect addressing  the address in  an I register drives  either the data or program  memory addresss bus.  The ability  to mix I and M  registers  is useful  for  2-dimensional   addressing   or  for supporting   pointer increment  and   decrement  without  constantly reloading a new modify  value..   Circular buffers   are   transparent and   require zero-overhead .

Circular buffers  can be  placed in either  data or program  memory.  The L register   is loaded  with  the lenth  of the buffer.   Forwards  or    backwards  going  operation   are supported  tthrough buffer.  The step size can be  of any value that is less than  the  full buffer  length.  A full 14 bit address  can be specified   with   a  single word instruction  for  single-cycle  direct  access to any data.          The  ADSP2101  program  sequencer   contains logic that select  a program  memory  address source   and  routes  the   address to the program  memory address bus (PMA).   This address can come from the program counter in instruction   counter,  a 14-bit address  in  the  instruction  word itself  (direct jump or subroutine call), the PC stack   (for returns from subroutine and interrupts)  and  the interrupt logic  (to automatically  vector to the interrupt routine  upon  assertion   of

any interrupt).  All  instruction are executed in single cycle, including jump,  call,    and interrupts. Program sequenser supports zero-overhead  “DO UNTIL” loops , wich may

 be as large as  program memory size permits.    They can support   4 levels  of  nesting  for loops. The program  sequenser  decides on the fly whether the condition  instruction 

is  true and what  action  to take (zero overhead) .  The condition refers to  any  of  a set  of 16  arithmetic conditions in the MP.  ADSP-2101 does not need the extra instruction pipeline to  achieve   its  fast speed.  

    The serial ports of   the ADSP-2101  can operate   at all full speed  of the MP.  They have  some  additional  features  wich  makes  their operation more  flexible. The word width of the data to be  transfered and  received is programmable   and  can be  set  for   any size  from 3  to  16 bits.  The address generators  can be used in   conjunction  with  the serial  ports to  provide  an  automatic data  buffering.     The  similar architecture  comparing  will be  with  basic models of  the families   ADSP-2100A

        



                     2.   INTERCONNECTIONS  FOR  CONTROL                    



                                        2.1.  Networking



     Interconnections   in  Control   systems  are  based  on  general-purpose  networks, special Fieldbuses  and new distributed   memory  systems   on the base of  advanced technologies.     The   general   networking  for  Control    are   based   on   ARCNET 

and   ETHERNET.    Fieldbus  used   different  bus  standards and need in researches 

of  new  interconnection technologies.  Distributed memory interconnections  can  be 

based on a new technology of high-granularity microprocessors  and microcomputers  with direct addressing to distributed  memory.    New  DSP-technolody can be useful 

for  decision of  this problems. The  problem  directly  connected  with  development 

of  modern and advance effective bus and   non-bus  (ring)  system  interconnections.

 Short comparison of  general network and  fieldbus interconnection are given below.

 

    ARCNET standard ( ANSI 878.1,version 1.9 )  have been  published  in 1992 and includes the specification   of formats and protocols   with token passing bus Medium 

Access Control (MAC) subleyer and physical layer   for  transfer of variable-size data packets.  Station  can  be attached  to the network  media  through  special  connector 

(BNC  for coacsial or RJ11C/RJ45for twisted pair cables).   There are star / multistar 

and bus topologies.      The bus permits use of  a single  connection conductor to each 

station.      A token is used for destination of  control station exclusivly (logical ring). 

 ARCNET uses only a broadcast media.    It is deterministic network wich latency is  predicted 

   ETHERNET is other network wich used  in   control systems.     It has   stohastic behevier and  not well  decide  RT-problems    becouse of  non-deterministic  latency 

in case of high  data-flow  trafic .

  There are special fieldbus interconnections  for RT- systems  in control applications.

      

                                              2.2  FIEDBUSES

  

        FIELDBUSES  were used for direct connections with process control devices. 

 A traditional  parallel bus of modular systems  and  serial networks   are  based   on message passing between single plate  microcomputer nodes.  Some times  they  use  special protocol for  serial  (BITBUS)   and  parallel modular  device interconnection  (VME  by  Motorola , M2  by  Siemens) or   - PC BUS.  The  standard  deterministic   network interconnections (ARCNET)  or    stochastic networking  (ETHERNET) are

used for long distance transfer and system integration.   But Control systems need  in deterministic cyclic interconnections  (not data transfer protocols).     They use short messages  and   direct   access to registers  or distributed device  memories  (it’s  not possible in tradition networks).  There are centralized and multiple access fieldbuses.       Different standards    are exist  and  developed  during   more than  20 years,  but  no International standard  exist till now !      Some of  basic existing  fieldbus  standards  

are compared below in short form .

       

     1.The MIL-1553 Standard (1978) was the first fully specified multidrop bus for  

control  in   avionics applications      ( - 55C   to  125 C temperature  range, military requirements)  and   since 1981  begin  to  be used    in   industrial   and  accelerator equipment  control systems ( 0C to 70 C).  The Fieldbus uses up to 32 nodes, linked

by  1 Mbit/s  (300m)  segments  or  by 125 Kbit/s (2km)  segments,  expanded    by repeters (to 15 km).   It works in command-respond mode   as half-duplex operation. Physical layer   is twisted pair (shielded)  of wires  with 110 Om characteristic impe-

dance.    The transmissions use   Manchester   signaling mode.  Interface  chips  are available for military and industrial applications. 



   2.BITBUS  was present by Intel at first time  in 1983,      but last specification  was dated in 1988 (IEEE 1118 Standard - 1989).           It focuses on MP-field devices for industrial application and robototechnics, and not used in science.A single master can communicate with a number of slaves in hierarchical systems.        Up to   250 nodes (intelligent controllers)  can be connected in system by  mesage passing  ranges  from 

2,4 Kbit/s   (30m)   in syunchronous mode  to  375 Kbit/s (300m)   and    62,5 Kbit/s

 (1,2 km)  in  self-clocked  mode of operation.There is only  1 master  on a system. It initiates a transaction by sending a message to slave and poll them  for reply  message.

 In normal operation  a transfer from the master is acknolidged by adressed slave. The slave not initiate transfer spontaneously,but only respond to the mast.    The data link protocol   is subset of  SDLC    (Synchronous Data Link Control)  IBM  standard for connection nodes  in  multidrop bus system.   The  message  protocol  provides  task   

 to task interconnection  between  master  and  slave nodes.



  3.Factory  Instrumentation Protocol (FIP) has been specifed by French Ministry

 of  Research and Industry (1984) to connect sensors  and  programmable controllers. 

Itwas a candidat for IEC/ISA Standardization.   Up to 256 stations  can be connect to twisted pair  (<1Mbit/s,< 500m)  or  fiber optic links  (2,5  Mbit/s).    Several   chips, including Manchester coding  and  error detection  and  MAC leyer are available.   A 

set  of buffers for local variables are double access (user  and network).    All  frames 

are consisting   of a preamble,  start-delimiter, data, check  and  end-delimiter.  Data  

Link provides message transfer and exchange of variables cyclically or upon request.   There   are  two  addressing  spaces   (global variable and   message  addresses.  Each message   contains  the  source  and  destination  addresses    (network segment   and   address  in  it  use 24 bits).   Any   station  can implement arbitration. It uses question frame to broadcast on the bus the name  of an identifier.  One of   these  station recog-

nizes itself  as  bing the produser  and  one or more  other  stations as bing  consumer 

of  is varible. The produser broadcasts  of  the identifier  in a response frame.      This 

value is captured by all consumer station. Then   system goes  on   the next   identifier  

 in  scanning table. At the system configured time. Arbiter is given the list of variables 

to scan  (deterministic).  The Data up to 128 bytes  can  be got  for  transmission  from application layer.



  4. PROCESS FIELD BUS ( PROFIBUS )    is    specified   in  the   DIN 19 254 D (project founded by German Ministry of Research and Technology).     It is   German  standard    specification  (independent  of a vendor)    for   shielded twisted pair   (RS 485).  The number of station is 32   in single  segment and  up  to 127  with repeaters. 

The transfer speed can be selected( 9,6-500Kbit/s). The bus length is 600m for 187,5 Kbit/s and 200m - for 500 Kbit/s.   The multidrop bus  needs in termination resisrors

 at both ends. The line coding is NRZ.  Typical master devices  are PLCs  controllers.

 A simple slave devices (like sensors)   only  acknolidge receiving    or   can  transmit requesting  messages.      MAC protocol includes the token passing  and  master-slave methods  for  communication  of complex   nodes   with   simple devices .



     PROFIBUS is based on  a optimized version  of the ISO 8802.4 token bus protocol and     refers to  the  Manufacturing  Message Specification in  MAP  ( Manufactoring Automa-tion Protocol).  To meet the real time constrains the layers 3-7 (ISO model) are empty as in other Fieldbus systems. The physical link layer and the managment   for   layer   1 and   2   specified  in  DIN 19245 document.  Layer 2 can  provides   next   data   transmission  services  to leyer 7.   For   acyclic    data transmission :   send data with acknolidge -SDA;   send and request data   with reply - SRD;  and    send data   with   no  acknolidge  - SDN.            

    For   cyclic   data  transmission:   cyclic   send   and   request data   with reply - CSRD. Layer 7 provides   the application services    to the users  and    make  an   efficient  data  transfer   between  application processes. The FIELDBUS Message Specification   (FMS in DIN 19 245 )  describes  the communication  objects  and  application services.    The German national standard became a key-technology for a tool set, developed  for applica-tion  in Physics Experiments.. Open Fieldbus communication on the base of PROFIBUS was specified to enable the design   of   economical  controllers based  on  standad  single chip microcomputers.  The core PROFIBUS controller  NECV25+   was  developed  and   implemented  in   Research Center   Julich  (Germany)   for  Physics  Experiments  on he base   of  8086-type  MP. Additionally it includes 2 internal timers,  2 integrated UARTs  and an interrupt controller.  The firmware  is  stored   in   the local  EPROM.     The local static RAM holds protocol data and message queues. For sending and receiving messages is used one UART of the V25+,  offering vectored interrupt,  register bank switching and macro service functions.Serial channel 0 (UART0) of the NEC V25+ is used for commu-nication.  The boud rates 500 Kboud  are derived   from clock   of 8 Mhz.



       The additional  external counter  (3 timer)  has been implemented  on the controller. Timer 0  controls   the token-rotation-time   and   can generate  a  vectored  omterrupt of priority 4.      Timer 1 has to control varies  times  (  the slot-time,time-out, syn-interval) and can generate  interrupt  with  lowest priority.  The external counter control  idle-time 

and   can  set the  external  interrupt 0  after   reset   the counter  at  the  end  of  received   message.  On the base of the core  the VME  and  PC interface    was  implemented  with   two-port memory  for transfering  request  and  indication messages  between the control-ler and  OS (DOS/WINDOWS and RT OS/9 ) drivers.  For visualization and monitoring systems they use LABVIEW ( a grafical programming system for data aquisition,analysis and presentation).





                       2.3. SCI-type  FIELDRING  



   FIELDRING    is  proposed model of simple SCI-type interconnections   for Control systems on the base of  16-bits  and 32-bits   DSP-nodes  and  single-controller  or multi-controller ringlet Architectures. The simple SCI-type RAMLINK protocol is discussed 

below as  a candidat for ringlet interconnections..    

        Primarily the RAMLINK was intendent to be  a high-bandwidth   distributed RAM interface.  One application of RAMLINK  is  to connect    the memory controller to large number of RAM.Muliple ringlet  are expected  to be used  to reduce the average  latency or improve the system reliabilitTraffic  on such systems are hard to predict. An uncashed  processor is expected  to generate word access (4 or 8 bytes )  and  there  are approximate three times as many reads as writes. RAMLINK could be used for connecting a processor  to its RAM and ROM.   For example, a single 64 Mbyte RAM will  soon be sufficient to hold a  1K*1K  32 bits/picsel  image  with 4 Mbytes remaining  for the operating system.



   Communication   is performed by  sending  packets.  Each   packet consist of the data bytes,as well as the associated  flag and clock signals.     RAMLINK uses point-to point communications  to   achive  a high-bandwith   data-transfer    path  between   a memory controller  and  one  or   more memory slaves.  A ringlet consist of one controller and up 

to 60 slaves.       Slave addresses 60  - 63  may be  reserved  for   broadcast  and   future: 

63 -is reserved for so that idle packets with this slaveId  may be ignored  by all devices; 61 - is reserved for broadcast  so all devices must inspect the command fields; 

60 - is the initial  or default address  for all nodes  and used to initialize the ringlet; 

62 - is reserved for the controller, so  it can send check n=messages to itself.  Setting  the idle signal to all ones and reserving the corresponding address 63 can be realized interrupt   mechanizm for nodes.  The link is uni-directional  and the signal values can change  every 2 ns (clock period 4 ns).  This  corresponds    to raw data bandwith  of   500   MBytes/s. 



   The basic links contain   10 signals :      8-data, 1-clock and 1 - flag.  The clock signal indicate when   the data   and   other signals     valid.        The flag     is used  to mark the beginning and end of the transmitted packets. The data signals are used to transmit bytes within packets.A bytes may provide  an address , command, status, data or check values.  The performance is dependent on the workload  present.  The read and write transactions  contain 2 components,called request and response packets.  During this split transaction other packets may be transmitted  while the request is processed  by the  slave.  

  For write transaction,    the request packet transfers command , address, time, data from the controller to the slave.    The response   packet  returns    the transaction-competition status .  In some cases the slave may be unable  to complete  the transaction  within   the requested time , and a retry packet is returned at the speciied   time.    For  a read trans-action, the request packet transfers the command  and address from the controller  to the slave .    The response packet returns the requested data  and status.     Request   packets circulate  past their addressed slaves , and are eventually stripped   by the controller       

  When  a request packet has passed its addressed slave , the protocols allow a returning  response packet to be inserted over part or all of the now-stale request packet. Broadcast transaction behave similarli, with the exeption that a response packet is never returned.

  The controller is responsible for scheduling  of its  own request packets,to ensure that slave -response packets don't corrupt other request or response packets.To support such scheduling , a max bit  and 10 bit time field   are included  within  each request packets.

The time field specifies  the slave response  time in multiples    of  4  byte  intervals as measured  from the slave's request  packet   and   slave's return  of it's   response packets. 

  If bit max=0 ,   the time field  specifies   the time  when   the slave's response   shall  be returned.  This type of predictive scheduling is expected   to be used when  deterministic behavior  is desired, or under heavy loading conditions. If max=1, the time field spesifies

the time limit within  wich  the slave's response   shell   be returned    (or earlier).    This form of adaptive scheduling is expected to be used   when the slave's    response  time is unpredictable  or under light loading conditions.



   A retry packet may  be sent to the controller  in place of   an expected   response,  that

causes the original request packet to be resent with  a modified time value. For non-zero transId value, transaction-related resources are released  when a transaction  is rejected with  a retry packet.        Since requested resourse may be released due to conflict  with concurrenmt  accesses of the  re-sent  request packet.  For zero  transId  value, memory resourses rermain  reserved   when a request   with transId   value of zero  is rejcted.  To ensure forward progress, controller   are expected  to reissue requests   with   decreasing transId value.



      Controllers   are often expected   to have  2   or more transaction simalteniesly active.

That need FIFO   ordering   for  processing transactions   to to the same   63-byte  alignet 

 block address.   Ringlet  initialization  used  before  controller   begin to send command.

It is  important  that  a signal   be  available  that allows all slaves to electrically adjust to

heir timing  (optimal amount  of delay ,  applied  on   each   of the input  adjusted).  The electrical initialization    is performed  by the   transaction    of at least 1024 consecutive Synchronization symbols,   each consisting of 4 bytes of allones followed by  four bytes  

of all zeroes.  The Controller  resets  Ringlet  its attached slaves and then assigned them their  slaveId values. The broadcast-reset transaction  sets all of the  ringlet-local slaveId values to their initial  value   of 60 (temporary).         A resetHard short    command  is a standart event command transaction (no response transaction is needed).   The effect of reset is -sets the node Idto  60 and the initial  state  machine to an initial condition.     A later to be defined  resetSoft  will leave the ID the same ,but will also result  in a known  initial condition for the internal state  machine.

        The controller  first send  aresetSoft    command   to node number    62 (itself).  The command should be passed  through  all nodes until  it reaches  the controller.  In normal case the controller  starts the initialization process next way.  After resetHard the slaveId value  are set  to their  initial value  of 60.    The controller  must now write to the nodeId registers  to reconfigure  them  to their final disting values.     This packetis addressed  to slaveId  address 60, wich reconfigures the slaveIdaddress of multiple slaves      All nodes exept the first one will  receive a reset , wich moves  them back to slaveId 60.

   The address-reassignment process stops when an addressing error  is detected or when all 60 slaveId values  have been assigned.      Controller are expected to set the   slaveIde value in increasing order (starting from 0).   The request packets   with   invalid   slaveId addresses circulate around the ringlet.   The address error is detected by controller when the response packet is not returned.

   CSR specifies  a number of address spaces for  asystem where ultimately the initial node  space   is identi-fied as part of 64 bit   addrerss space.              In RAMLINK we  have  a 32- bit  address space (extendable to 48 bit)  and 6 bit slave Id space.    The 512 Mbytes  of high address space   assigned to register and read only space.   CSR usually  defines an indirect  ROM window.  The first 1K is set  aside  from address 1024 to 2047 in the CSR space. In order to make  the RAMLINK control simple  they set  the first  half   of the   top 512 Mbytes  for registers  and   the  second  half  for  read-only information.     The CSR  must   have  a    6 bit register   to store the slaveId.,  wich must be writable  by defined commands.



The processor's memory interface becomes a significant portion of the overall system costs. RAMLINK may be  a useful interface  for interconnecting  the processor  to local RAM chips.  The SCI interface is of particular interest in this approach. The SCI bridge  chip can contein  all sci specific protocols and contein the request and response queues. Actual transfers of data blocks from SCI to the memory would  be routed  through   the processor / memory controller    (local cash cogerence ).           A minimum system can includes  a processor, RAMLINK controller, memory,  a disk  and  I/O interface device. The memory device may control   several memory components (DRAMs). The I/O and disk request interrupt to processor .





          3. RT-SYSTEM CORE  ON THE BASE OF 16-BIT  DSP



                             3.1.    SINGLE   DSP     RT-SYSTEM



 DSP based Laboratory Systems  (connected to the PC  or  standalone ) DSPLAB  is    an integrated Core platform  of 16-bit   fixed-point  microprocessor   (MP)  with  I/O (including   RS-232  interface to PC)   for  development  and  loading target software. 

The DSPLAB board  includes 33 MIPS ADSP-2181,  Socketed  EPROM, analog I/O and RS-232 interface. A monitor program running on the DSP in conjunction with  a host programm running on the PC lets dawnload  programs  and interrogate the DSP.

A complete development software system  include:     Evaluate DSPs,  Development DSP Application,  Simulate & Debug Application .

   The hardware consist of a board  wich is a signal processing system (EZ-KIT Lite).  The EPROM  is connected   to the processor via the Byte DMA (BDMA) port, wich uses 8 of the 24 data lines to carry data  (D8-15).   Using    8  spare lines     (D16-23)  provide   additional address bits. and  allow to address  up to 32 M bytes of memory.   EPROM socket  can accept 256K-8M bits. The DSPLAB  can be   configured to boot from the  EPROM when reset is desasserted. 



   The SPORT1 (serial interface)  is used  to communicate  with  the host PC  via the RS-232  interface  on the base of pooling  Flag In  and Flag Out pins  (DSP Software  emulates a UART to provide the proper  protocol   for asynchronous serial communi-cations, 9600 bits per second).  The internal DMA (IDMA) port are used  on connec-tor P3 for direct access to DSPLAB memory  from Master  PC. 

   The  I/O subsystem is based on  AD1847 codec connected to the  DSP via  SPORT0  interface, wich   provides  up  to 6  ADC channels  and   one   digital-analog converter channel .      When power is applied  to the board  a  reset circuit  holds  the DSPLAB   in reset for 30 ms.,  then  deasserted   and   the  DSP   begins  the  boot process   from the byte  memory  interface   from  EPROM  . (BMODE and MMAP pins  on the DSP are grounded).   Switches  S1 and S2     are  the reset button and interrupt push button (IRQE     input may cause the MP  to execute    the current  interrupt  vector controled  state).  



    Hardware expansion  configures the board  for different EPROMs.   The board will  be   a   27C512    (64K bytes)    or    27C010     (128Kbytes)  EPROM.         Changing connections (JP1) allows the board  to accept  a 27C256 (32K bytes) , 27C020 (256K bytes) 27C040 (512K bytes) or   27C080 (1M bytes)   EPROM Expansion connectors  (P2 and P3)  are sites for 50 pin   header connectors provideing acces    to   the   DSP signals .  P2 is for system interface and P3  is  for  IDMAinterface.  

The  basic   DSPLAB software  need  386-   (or higher )  based PC  with  a  hard disk, color  video card  and   VGA monitor,  high-dencity   disk drive and minimum  2 MB extended memory;  4 MB of free disk space to install the software;       DOS 3.1  (or higher) ;  Microsoft WINDOWS 3.1 (or higher).





                         3.2 .  DOUBLE  DSP  RT - SYSTEM   



   The  DSP  System  Boards  are  usually   including  2  or  more microprocessor or DSP.

Optimal  for RT-Systems is two-processor target subsystem.  The System  on the base of two  ADSP-2181 gives  more effective decision   on  microsystem  development.   Each

 of   DSP  has 16 Kwords  data  memory  and  16 Kwords  of program memory  and can  overlayed all memory of other DSP   with  request  of  second  DSP  bus access  servise.  Both DSP connected to  each other by parallel address and data buses. Both DSP’s have  together (32 + 32) Kwords of memory, wich can be  interchanged  dinamically.    In this case  the first  DSP can do  all system  interconnection  tasks    and  second  -  can do all   signal processing, data acquisition  and control tasks  in Real Time.



   Serial  Ports of   both DSP  can be used in the same way.  The first  SPORT-1 of  each

DSP emulates interface RS-232 for local connection to PC   for loading  and  debugging user programs in Local  subsystem. Second Sport-0 of  both  DSP can be used  for serial connections to  ADC,  DAC, CODEC   or other   I/O  peripherals  ( including 2*  TDM interconnection option).   

   Simmetrically Distributed Memories   of   both  DSP’s additionally  can be overlayed  with Global  shared memories (2*8K words for data  and  2 * 8K words  for  program ) on the  parallel  system bus  in the  board.  In this case  overlayed   DSP  not    requests   

a bus service from second  DSP (arbiter).  Byte Memory  general for both  DSP can  be realised    in  ROM  or   RAM  for program load  or  for  data  storage.  BDMA of each DSP can  transfer data in   high-speed  byte-wide channels.  



   Internal DMA (IDMA) connected with parallel  lines  to  central dubsystem module,

wich can be  in VME/CAMAC or PC standard. The parallel channel  for long distance

is based on  Fiber Optical Network (FONET) ,    wich in simple case is point-to-point channel for  transfer  of 16 bit   data plus  3 control bits  ( 8 Mbit/s)  with autosynchro-neus mode.      At both ends there are 19 bits parallel for asinchronously data transfer, wich is converted   to serial  at transfering  end  and converted  to parallel at receiving  

end. All   data transfer  exist only if  2 serial words at receiver will be  the same, other way  the channel is not work.  This  interconnection with PC  can be used for  loading both DSP with program and data  and transfer  data to any  direction  with high speed .  



    The  Future development of the  optical channel  will  be  based on the Distributed Memory   Interconnection  for  link  many  Double  DSP - LAB   subsystems.    Some details of the DSP subsystem can be showen  on the example of  connection   of  each DSP with  individual  codec,  two  of wich   on the board   let  using  up to  2 * (2 line 

plus  2  auxiliary  analog inputs) and 2 *  DAC audio signals outputs.     Codec inputs   and  outputs  can be used for  low-speed  monitoring   or  for  sound    output  service

in CONTROL Systems..







                                 4.  BASIC  SOFTWARE

 

     Basic  software for  DSPLAB  consist  of   the  development   Software,  IBM  PC  compatible host software and Monitor Program in Target System. There are two parts 

of the system : object oriented (target RT-subsystem)  and  user-oriented (PC-based subsystem)

  

                              4.1.   Target   DSP- Monitor



  The Monitor  Program resides  in on-board EPROM  and  is  automatically  loaded into the  on-chip program  and data  memories at reset.  It begins  execution

 a self  test  of   DSP  registers,  on-chip memories ,  a reset  and   Initialization   of codec. Then  it  waits  for commands from communication ports. This monitor has the following features:     Power up self test;  Codec initialization  and talk through;  9600  bps UAR emulation; upload and download of both program and data memory contents via serial port.







                             4.2. PC -based   HOST PROGRAM



       Windows based Application  program following  standard    Windows Graphical   User Interface conventions   is The Host Program, wich communicate   with  the DSP Software.  By pointing and clicking on menu atems    it’s  possible to select  from the many  following commands:     DTMF;     Filtering;     Echo Cancellation;      Speech Comression;    Download DSP program & GO ;      Download DSP program;      GO;  Upload  data   memory ;    Upload   program   memory;    Download   data   memory;    Download program memory.       All  comands are available  via  menu bar selections  and  their  drop-down menu items.  The standard  file  open  and  file  save commands   are  not   applicable, becouse no informatio is retained  in memory.     Toolbar  is  the  grey  bar   immediatly below  the bar with  several  small  square  buttons   on the left 

hand side,  wich  provide   alternate   qwick access   to  the usefull commands. 

Alternatively   all programs  can  be  selected  by   clicking  the corresponding   buttons  in   the  following  floating  dialog  box.  Loading   menu  selection  deals  

with the uploading and downloading of memory contents including user programs.  After selecting a memory image file (*.exe) for   downloading  program  memory 

and data memory images  will be downloaded to location specified in the memory image file kernel in the  corresponding  memory  space.     



    The monitor  then  transfers DSP execution   to the  newly download  program. 

All user interrupt vectors will be  directed   to special  temporary   buffer to enable 

the monitor to function. Interrupts are disabled  before  entering  the user program (masked  using DIS INTS instruction).  The first  location of the program memory  

image kernel encountered in the  memory image file is  used as the  entry point  to 

the   user program.     The  monitor  performes  a subroutine  call  to that  location.   

The monitor   reserves  certain  memory  locations  and  user  program shouild not  

use this  memory locations.  Upload  a block of  DSP  program  or   data  memory  content   to  a memory image file on the host PC.    By specifying  in hexadecimal  

the  starting address and number  of words the resulting file may be  down-loaded 

back   into the  program memory  at specified  non-restricted location.   



    Download  Data memory  commands  put memory image file from the host PC  

into DSP  data  memory   starting  from  the specified hexadecimal address.    The  

memory image file   may be  file generated    (uploaded)   by the Host Program  or 

generated by the DSP Linker.   Host  Program   generated  file will  have only one corresponding memory kernel, the entire file content  will be   down-loaded.  The linker  generated image file may have multiple program memory and  data memory kernel and only  the first  data memory kernel will be  downloaded  (the rest will be ignored).    The file format is  an   ASCII  text  file  with no checksum.    Download  Program memory   command download a memory image file  (*.exe) from the host PC into DSP program memory starting      from    the specified  hexadecimal   start address in similar way.



    Some of operating aspects  of the Host Program  can be custamized   by changing  

the   initialization string in  “EzkitApp.ini” Two of these are  automatically  managed 

 by the host Program.  The only  one that may need  to be  manually  modified is  the   time-out duration for the dialog box.  



   Future  system development  can be  base d on  SCI-type simple protocol (RAMLINK-like) effective  for Control  and Data Acquisition Systems. At first point of view it can be based on single controller RAMLINK protocol. But multicontroller ringlet for  16 and 32-bit DSP can be  analized for  Fieldbus  (or Fieldring Architectutre). 





                                             SUMMARY



        MODERN    CONTROL    SYSTEMS   can be    based   on   small  fiber-optical   ringlets   and  DSP-core  nodes.  Single   or    double   DSP-base  RT-systems  can    be  linked   by   SCI-type  more simple multicontroller ringlets. This proposals  need  special research and development  for Data Acquisition and Control Applications..



     The SLOW CONTROL  tasks exist in  many experiments.      A number   of  Neutron Scattering Experiments  was  used   with  a range of  mechanical parts,  positioned   with high accuracy,  scallers and temperature controllers. They canbe realized with  the  SMP master as  a PROFIBUS  controller. Additional  firmware support  direct reading /writing to memory and I/O port addresses and do interupt handling.   Industry  offered  Program-mable Controllers  (PLCs)  combine  economical  solutions   for  many  control   tasks .

 

      A PC-based  control systems  has been developed  for monitoring  and visualization  of   crate  power  supply  parameters  (a LABVIEW  application).      This   low  cost  and flexible open Fieldbus communication  system with  VLSI communication controllers can garantee the life of the approuch   for some next years.   A new   distributed     Real-Time  systems need in compatibality on  all level  of communication  protocols.   The  32/64-bit  microprocessors (MP)  and DSP  open   a   new   possibilities   of   micro-modular system   developments with more address fields. They can use direct access to a large   distributed memory  in SCI-modules.  Simple RAMLINK protocol is developed for single-controller distributed memory subystems.  But for  16/32-bit  DSP  can  be  developed  intermidiate  more efficient  SCI-type multicontroller  interconnection system .   In  this case there  are  needs  in a new  international  standard   for  high-speed interconnections  on  the base  of  the new SCI-like technologies.   
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