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Abstract


The HERA Proton ring consists of 262 BPM monitors and associated timing and alarm modules, as well as over 267 BLM monitors, all of which exist intermingled on four SEDAC field bus lines. The front end CPU attached to these SEDAC lines must control and monitor all modules simultaneously. The front end is in fact a 486/DX2 PC containing 4 SEDAC ATI Cards and running MS-DOS.Besides continuously monitoring the current state of all monitors, the front end must react promptly to events such as injection triggers and sudden beam loss. The Console interface to this front end consists of a variety of programs written in Visual Basic running on WINDOWS (WIN16 or WIN32) and communicating via the PKTR protocol. In this paper, we present some of the details behind managing such a large number of monitors with a single MS-DOS PC.


Introduction


The 6.3 km long HERA proton ring has a total of 262 beam position monitors (around 131 in x-plane, and 131 in y-plane). The 131 beam position digital data acquisition modules (BPM) (measured in both x and y) are located in the tunnel, close to the beam position pickup detectors. Via the trigger pulse the data are continuously stored in the postmortem memory. About 267 Beam Loss Monitors, detecting the electron-photon shower by using photon-diodes, are distributed around the ring as well. The associated digital data acquisition modules (BLM) (each connects up to 4 detectors) reside in the same SEDAC crate as the BPM modules. They can be operated in 3 different modes (short, long and test mode), where one can read out the beam loss distribution in short (~600ms) and long periods (~90s). Logically these two types monitors, which measure the off-center deviation of the beam and the shower produced by the lost protons, can be used as an alarm source to dump the beam, switch off magnet power to protect the superconducting magnets. Therefore an alarm module, residing in the same crate, monitors these two types of modules (both BPM and BLM), and sends an alarm flag to the central alarm server when beam is too much off center or the loss rate is too high, which would cause an alarm when the number of the alarm flags reached to a preset threshold.  There are about 92 such SEDAC crates distributed around the ring.  Besides the above mentioned 3 types of modules, a monitor trigger module(MTM) and a time delay module(DLY) are also inserted into the crate. The trigger module has two types of connections.  One is to the HERA Integrated Timing system (HIT), which delivers the pulse chain for BPM triggering, and the other is to a standard SEDAC line, through which the operation mode of the trigger module can be changed. The delay module is used for adjusting the individual BPM (x or y) trigger timing (accounting for different cable length). 





A front end 486/DX2 PC (16 Mbyte RAM), running MS-DOS, is used to control these hundreds of modules.  Four SEDAC master cards, one per quadrant, connect all SEDAC crates in the HERA tunnel. The data flow rate is limited by the SEDAC band width, about 4K Hz. The operation modes of these modules are altered according to the machine state, such as injection, ramping, stored beam and alarm. Data are constantly read into memory, and made available to any number of clients via the ethernet. Upon an event, such as quench or Beam loss Alarm, the data are archived automatically for further analysis. 


The Software


We use separate tasks to control different kinds of modules.   These work in a cooperative multitasking environment, where every individual task uses a time share to control its associated modules, and gives up the CPU voluntarily to the other tasks. The time share is optimized for each task.





This is realized in MS-DOS by a poor-man’s multitasking scheme whereby an infinite loop checks for keyboard input, network activity, and runs the registered background tasks.  Initialization of the hardware and software occurs by calling all the registered initialization routines.  Similarly a graceful exit (a console screen “QUIT” command) causes all registered exit routines to be called.





The BPM task controls 131 x- and 131 y-position monitors. It can set the BPM operation mode for working at injection or stored beam. It reads the beam position monitor data into memory, after injection and continuously for the stored beam. For the injection data taking, the special trigger chain module is set through SEDAC, which sends a burst trigger (1 to 1024 pulses as desired) when the beam is injected. The BPMs are then set for the injection. When the data is stored in the module, it is read into the PC memory.  In the case of stored beam, the trigger is sent continuously.  The most recent orbit data are constantly flashed into memory. There are several other modes. One can, for example, store the last 256 orbit data or last 1024 turns for all the monitors to study the beam motion.  In any case, the raw BPM Data need to be run through individual conversion tables for each monitor.  This in turn requires extensive amounts (a few megabytes) of data to be kept in RAM at all times.  To bypass the 640 K limitations of MS-DOS, an eXtended Memory Library is linked into the overall project, allowing full access to the 16 Mbytes of RAM.





The BLM task controls about 267 beam loss monitors. It stores BLM data regularly to monitor the continuous beam. The monitors are divided in groups, only one group’s data are ready during one read cycle because the CPU has to be released for other tasks. The mode switch is simply a SEDAC write command for a BLM, causing the data to be stored in different locations on the module. The test mode data are used to test the diode functionality of the BLM because it switches to a single trigger instead of a coincidence trigger. The short mode is used for regular data during stored beam, which samples beam loss at ~600ms period. The long mode is used mostly for the alarm and quench analysis.





The Alarm task controls about 87 alarm modules. These modules can produce alarms when many BPM or BLM readings lie outside their preset range. These alarms, connected to the central Alarm server with a separate line, could conceivably result in a beam dump to protect the superconducting magnets.  The alarm task regularly masks the bits which would receive alarm signal from the BPMs and BLMs.  It reads these bit maps regularly, updates them in memory.





The timing trigger module task adjusts, presets and calibrates individual trigger timing for BPMs. The MTM pulse chain is sent to the HIT system during the initialization, through the COM port, which connects to the HIT UNIX system. For the fine tuning of the BPM trigger, the optimization procedure is used when there is stored beam. The trigger time for each BPM channel (x or y) of the delay module are changed by steps of  2 ns over a range, in the same time the BPM position data are collected, stored in the extended memory. After the scanning, the beam position and intensity data vs. the trigger time of the delay module are plotted for deciding the proper trigger timing.





In order to speed up the data reading process, a parallel reading scheme for the 4 SEDAC lines is used. The data collection cycle starts by asynchronously issuing the SEDAC commands, which are sent to 4 cards respectively. Since the data transmission is about 250us, this time is then used to process the previous data set, for example data conversion and storage. Then the reading (waiting for return) process is started for these 4 cards in sequence. After this the next cycle starts again.





The Network communication task follows PKTR protocol and allows asynchronous communication with consoles and the rest of the world. Important clients are the data server, which acquires all relevant data regularly for the purposes data archive and data provider to the experiments (gateway), and the control room consoles, who issue the various commands to control these monitors and fetch data.





For debugging purposes, one can issue commands directly at the front end, by invoking the keyboard task.  Not only is direct communication with the individual tasks possible in this manner, but so is also a number of direct hardware (SEDAC) commands.





To simulate a remote login service in the UNIX world, the PKTR “slave” TSR program is used.  This program in effect gives a remote user control of the front end PC (as long as it is running in text mode, i.e. MS-DOS).  This TSR program relies on the IPX protocol stack used in Novell networks. 





In order to automatically set the BPMs mode, there is a hardware interface connecting a pre-trigger signal and the parallel port. In the time clock interrupt routine, the port is constantly polled.  When the pre-trigger signal arrives, it sets a flag signaling the BPM task to change to the trigger mode and to store the injection data, for injection study. After reading the triggered data the BPM task switches back to continuous mode for monitoring stored beam .





We use extended memory to store various data and all the conversion data tables. Altogether about 2 to 3 Mbytes. The BPM conversion table consists of  bits to beam position (mm), bits to beam intensity (number of protons) for every monitors. Since the monitor response is not linear, the conversion table is built for different beam intensity. Those data, stored in the extended memory, are easily fetched out upon request, without waiting for direct BPM module access which is restricted to 4Kz rate. These data are the BPM injection data, postmortem orbit data and BLM data.





When a quench event, an BLM alarm event or a request from the user from the console comes, the monitors are frozen. Various subtasks responding to this state then begin individual archiving processes by reading data from modules and writing to files. All necessary monitor data, including complete BPM and BLM data set, are stored on the file server for further analysis.


The Performance


The current system has been in operation since April 1993, and operates as designed.  Although the simple MS-DOS 486 is so heavily loaded with various protocol stacks (TCP/IP and IPX/SPX), timer ISRs, remote login TSRs, extending memory libraries, is constantly busy polling around 800 modules via SEDAC in the background, it has proven to be a reliable system.  Any number of clients can and do run console applications which subscribe (via the PKTR protocol) to the front end for BPM, BLM and Alarm data.  As the current data sets are always in memory, contracts from, say, ten different clients to get the beam positions throughout the ring effectively appear as one contract to the front end and do not place a significant burden on the CPU. The only significant limitations of the present system are in fact due to the SEDAC bandwidth. As this conglomorant of SEDAC modules unfortunately resides on the same (times 4) serial line, there is nothing to be gained by porting to a more powerful platform.





