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Abstract





At the front end, the HERA Quench Protection System (QPS) consists of multiple (3 per HERA Quadrant) VME CPUs running VxWorks and interfacing to intricate electronic subsystems via the CAN Bus. The Console interface to these distributed front ends is a PC running MS WINDOWS (WIN16 or WIN32). Specifically, the Console program is written in Visual Basic and uses the PKTR data communications protocol. As the control system is open, the Console program can run on any workstation PC at DESY, as well as any of the control room Consoles. A middle layer QPS Proxy server dedicated to archiving and configuration tasks resides on a PC running MS DOS. In this paper we present some details behind providing an intuitive and homogeneous interface to the operators in the Control Room from a system of distributed front end computers, as well as interconnecting no fewer than three  operating systems to form the composite interface.








Introduction





The proton ring at HERA consists of  422 superconducting dipole magnets and 224 superconducting quadrupole magnets cooled by 4.5 K liquid helium, necessitating a Quench Protection System (QPS).  The magnets are ultimately protected against quenches via hardware electronics as opposed to relying exclusively on software logic.  As seen from the accelerator control room at HERA, the QPS front end consists of 4 VME crates (1 per HERA Quadrant) with Motorola MVME 162 CPUs (3 per crate) running VxWorks.  The principal tasks of these CPUs include PLC and microprocessor readouts on one CPU, the same tasks on a redundant CPU, and transient voltage readouts on the third CPU.  All hardware is accessed via the CAN bus.  Although the QPS hardware is designed to protect the magnets in the event of a quench, the tasks running on the VME CPUs are of vital importance, not only for coordinating independent hardware tasks and redirecting operator commands, but for postmortem diagnostic purposes. 





The Quench Protection System itself is described elsewhere [1].  Suffice it to say that the primary parameters of interest include:





Power Supply settings


Dump and Potential Equalizer Switch settings


Magnet States (dipole and quadrupole) - over 600 channels


Magnet Energy


Transient Voltages





Operators in the HERA control room from time to time also need to send commands to the QPS front ends.  These might be commands to activate a heater test, throw a specified main current switch, or even dump the beam.  These are trivially performed by mouse click on a synoptic display.  The total response time (mouse click to hardware setting and return) for command execution is generally within a second.





Operation





Most of the time, the magnets are in a healthy superconducting state, and no power supplies or switches have tripped.  Monitoring the QPS in this case is not very interesting, other than to note the main magnet current, from which the present proton beam energy is deduced.  Upon the event of a quench or other alarm triggered beam loss, the QPS suddenly becomes very interesting with regard to postmortem analyses.


As analysis of the quench or beam loss, however, should not impede further operation of the machine.  Thus the complete state of the QPS at the time of the beam loss needs to be archived.





It should be assumed that the VME CPUs run prommed code, do not have permanent mounts to a file system, and do not keep a record of where FTP-able file systems are located.  So the archive strategy is to freeze and maintain a local record of the quench or beam loss event locally on each CPU, and raise an archive event flag.  A client application, upon reading this flag, then fetches all data from all CPUs and stores it away.  





As the QPS console program runs on any number of stations in the HERA control room, Cryogenics control room, and elsewhere throughout DESY (or perhaps not at all),  and as these consoles know nothing of each other, there needs to be a designated client who examines the archive event flag and who always runs.  To this end, a middle layer (proxy) front end is used.  This is 386 SX (16 Mhz) PC running MS-DOS, and follows the PKTR paradigm for MS-DOS FECs [2].  This proxy constantly checks the front ends for archive triggers.  Upon the receipt of at least 1 trigger, the proxy will retrieve all relevant data from all front ends and store to file.  The proxy also filters access to QPS configuration otherwise not maintained at the front end (such as switch delay settings).





The console program, among other things, should be able to integrate all information from the distributed front ends into a single, intuitive user program, and display and provide prompt notification of  changes of state.  In principle, the distributed front ends could be “bound” together through the proxy middle layer, whereby the console program would get all information from the middle layer source.  For the case of many clients, this might significantly reduce network traffic and CPU load on the front ends.  In practice, this has not been necessary.  The PKTR protocol allows an asynchronous REFRESH mode data link, where data are shipped off to a client only when they have changed, thus keeping network traffic to a bare minimum.  This REFRESH mode is ideal for the primarily status information transferred in the QPS.  Also, the front end CPU is essentially oblivious as to whether there is one client or many, so there is no extra CPU load.





This console program is written in Visual Basic, and runs on 16-bit and 32-bit versions of WINDOWS, and as it offers significant control over the magnets, it also distinguishes between “expert” and “normal” users (via login name).  Archive data are sorted via the time of the quench or beam loss event and can be called into the same program for analysis.





The practical operation of the QPS is shown schematically in Figure 1 below.
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The Archive System





At present, all archive files are stored on a Novell File Server, and are readily accessible for the calendar year.  There are four recognized QPS Alarm levels in increasing severity:





Level 0 - No alarm  (an operator initiated archive)


Level 1 - Beam dump only


Level 2 - Beam dump and magnet current slow ramp down


Level 3 - Beam dump and magnet current fast ramp down





The archiver (proxy middle layer) will archive the state of the entire QPS automatically upon receipt of alarm levels 1 through 3 from any of the VME CPUs.  In general, all octants will register the same alarm level, although this is not always true.  Furthermore, a particular alarm level is always accompanied by all lower alarm levels, so typically only the most severe alarm is archived.  In those rare cases where all octants do not register a particular alarm, then the next less sever alarm is also archived.  In the manner, the QPS experts have all the information necessary to ascertain the cause of the quench or beam loss.





Until recently all platforms running the console program had a file mount on the file server where the archive data resides.  This made accessing the archive data as trivial as reading a file.  Typically the whole file was loaded into memory.  The transient recorder data following a quench, however, consists of many megabytes and is impractical to load into console memory in its entirety.  To handle this case, the transient recorder proxy is both archiver and archive server, and the transient recorder console program obtains archive data from its archive server.  This will be soon be the case for all archive data, as it has the decided advantage that the console program no longer needs to have a mount to the filer server on which the data reside.
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